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Flash summaries of parallel sessions



Creating and documenting

datasets for Al

Panelists:
« Felix Naumann, Hasso-Plattner-Institut
« Emmanuel Kahembwe, Univ Edinburgh
» Kasia Chmielinski, Dataset Nutrition Project
- Flora Dellinger, Confiance.ai

Rapporteurs: Isabelle Hupont Torres
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3. Prioritisation

Based on the feasibility and importance of standardization activities, identify priorities. Copy and paste previous sticky notes.

Data preparation

standards)

importance

L Difficult & important

(language/labeling  tools for data

Difficult & not important

Easy & important

A g Standard Data lineage
utomate checklist for - o
provenience
o dataset T
specification i
P conformity -

Easy, but not important

feasibility

‘Putting science into standards’ workshop — Data quality requirements for inclusive, non-biased and trustworthy Al



Data quality and bias oL - B
examination and mitigation in Al

Panelists: 1. Brainstorming

- Francisco Herrera, Univ Granada Identify specific aspects which require standardization
. David Reichel. FRA Identify standardization committees or working groups and existing standards
« Fred Morstatter, IS

« Rasmus Adler, Fraunhofer IESE

audit offthe  selection et supeni
. I . a/ pervisory
Rapporteur: Maurizio Salvi, Alexandra Balahur shelf and s
a|gor|thm5 COHeCtiOn representativeness
strategies
challenges proxy data -
to look into correlation  assurance to
Al systems between

reach trust
characteristics

strengthening

smart data
protected
characteristics
remove
noise at content
training time

moderation

© CEN-CENELEC 2022 ‘Putting science into standards’ workshop - Data quality requirements for inclusive, non-biased and trustworthy AI



Data quality and bias o CENELEC R G,
examination and mitigation in Al

AI system deployment & marketing

Regulatory assessment

s et an :;xa:-\ R e of off the perfarmance P— nnr:.\:?m
¢ Users o -l o -~ o] i
. . epiaeng h ernena
* Transparency & specification
* Accountability / Responsibility oz o] p—
*  Maintenance, post-market follow-up & e R

- VICE) il
bias monitoring — D
*  Supply network e zeves ciowone  FTEE,

- p— robust s . .
Al system creation & production mem T | TN et . I - e

. - - wricy — data reculaLenL leaming aé:le?g:al learned the | adepemion 1o EE
* Data sets & algorithms (incl. bias) / models ey | neseisany o nghithng [ oterses
*  Cybersecurity .
*  System design & integration Fequiions
*  Upscaling & evaluation == }:w
* Quality control = :i

defnbars for quaity Is o
terminciogy defingd bu e e e methodologes  pyepeccassing
Data creation e ol v

b o 855855t TomBE I emes based

Development pathway

*  Compilation, preparation, bias testing, _— R

*  Analysis, processing, labelling, Tl e et quany
* licensing & restrictions, pricice prcy

* Sharing & marketing x;a?ﬁu

vorthy Al




Data quality and bias

Panelists:

- Francisco Herrera, Univ Granada

- David Reichel, FRA

« Fred Morstatter, IS

« Rasmus Adler, Fraunhofer IESE
Rapporteur: Maurizio Salvi, Alexandra Balahur

© CEN-CENELEC 2022
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examination and mitigation in Al
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high I Difficult & importan

rtance

impo

Fundamental
rights impats
assessments
fallura definiman, lirits: im
tairmase, atc, law mmgu“un
s standardisation quality is
A antnand model defined bu
documemation ot tools to
assesst
limits in datn collectss @55€55ing f
o for othar
mitigation ., Purmoeos model
jocumentation  repwpacedfor  learned the
snotner _ rightthing - - - - -

epplication

Difficult & not important

1
1
1
use of off the

shelt Al
modelsiools

- robust

} learning

! through

' adversarial
i attacks

_______

Easy & important

fallure defintan,
falrnass, atc. law

W& StanHandisaton
definition of L
Al
risk
assessment
criteria

Easy, but not important

low

feasibility

‘Putting science into standards’ workshop — Data quality requirements for inclusive, non-biased and trustworthy Al

high



Education and employment

Panelists:

« Dee MASTERS, Cloister

« Nikoleta GIANNOUTSOU, JRC
» Enrique Fernandez-Macias, JRC
Rapporteurs: Songtl Tolan, Matteo Sostero

% 15 minutes

high Difficult & important
Agency and
autonomy of
Transparency users/subjects
8 mmmurlnm
c
(T
t dls:n'gﬁns:tlnn
O
£
low Difficult & not important

Easy & important

"red lines":
forbidden Al
applications.

Al Act?

Perzonalised
explanations

Easy, but not important

low

O CCECIN-CUCINCLECGW £ZUZ<2

feasibility

high

Al system deployment
and marketing

Users

Transparency & specification
Accountabllity/responsibility
Maintenance, post-market
follow-up & blas monlitoring
Supply network

Al system creation and
production

Data sets & algorithms/models
Cybersecurity

System design & Integration
Upscaling & evaluation
Quality control

Data creation

Compilation & preparation
Bias testing

Analysis, processing, labelling
Licensing & restrictions
Sharing & marketing

L
GENELEB m Eurnpean
" Commission
% .\ g'-a 17
Terminology Measurement / Perforn'l-.anc-e Compatibility/ Conformity
Metrology Characterization Interface
assesment
Deployment
conditioned
on
explainability
Trade-off
Privacy vs. I
o genreal
e ser. o
Instructions
Joer Teck
Does Al de ‘Training FaETaranE
what It says?
Implementstion
a\'dam_lln
Hiciden
diseriminion
. Transparancy
- e about data
Persanalised Information use Farticipatory
explanations Byt evaluetion
Transos rency compl.ﬁlw
Representation
Mutloerpectivel  of minorities in ﬂ::::;w
Whatdsta  sources data data {moded) vs
o on viorkers [ERERREEE Imitationg and
Nl IMBorange
stakeholder
Edutation.  jdentfication Accuraty and
opservaDiity completeness
(el vs of
limitations and representation
impsrtance In data

~ - Data quality requirements for inclusive, non-biased and trustworthy Al



Law enforcement

Panelists:
« Patrick GROTHER, NIST FRVT
. Javier RODRIGUEZ SAETA, Herta
« Robin ALLEN, Cloister
. Rosalia MACHIN PRIETO, Gov Spain

Rapporteurs: Isabelle Hupont Torres

© CEN-CENELEC 2022
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3. Prioritisation

Based on the feasibility and importance of standardization activities, identify priorities. Copy and paste previous sticky notes.

Difficult & important Easy & important
Interoperability
Standards to take LEAs vs. no LEAs
into account (national and Training LEAs
discrimination european level) on what is Al
O UNIVERSALITY
Q Standards for bias
c measurement and
(1o] mitigation
i
| -
@)
Q.
Difficult & not important Easy, but not important

feasibility

‘Putting science into standards’ workshop — Data quality requirements for inclusive, non-biased and trustworthy Al
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2. Mapping - categorisation |
Map standardisation needs to link the type of need (terminclogy, metrology, performance characterisation, compatibility, regulatory assessment)
. to the particular Al development stage (data creation, Al system creation, Al system deployment)
Panelists:
+ Karen Croxson, FCA UK
+ Andrea Caccia, chair CEN-CENELEC JTC 19 Blockchain
« Jorg Osterrieder, University of Twente & Zurich University of Applied Sciences = o & %
. Measurement/ Performance Compatibility/ .
. ) Terminology o Conformity
Rapporteurs: Maurizo Salvi (JRC) Metrology Characterization Interface cement

Al system deployment
and marketing

Users

Transparency & specification
Accountability/responsibility
Maintenance, post-market
follow-up & bias monitoring

Supply network o Big data creates

more risk of bad
d data — risks related

—testing model 3
outcomes vs

© CEN-CENELEC 2022
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Al system creation an pr data quality
production to po.or ata s check
model fo
) quality can i l_r —
Data sets & algorithms/models  translate into G ERE different
Cybersecurity S useable for e
X ) ) prudential risks 4 sectors models for
System design & integration each
Upscaling & evaluation application
; define
Quality control
fairness, what comman
[ does it mean | approach based
in the context on existing
Data creation standards
. . ) needad
CIOIT‘IPHEt_IOI"I & preparation Identify AV data accountability
Bias testing finance y p'w:nn;n“ for quality of
¢ M . ata J
Sharing & marketing
training data
is source of
bias




Media, including
social media

Session: Media, including Social Media, content moderation, recommender systems

Panelists:

+ Symeon Papadopoulos, Centre for Research and Technology Hellas

+« Jochen Leidner, Coburg University
Rapporteurs: Alexandra Balahur

© CEN-CENELEC 2022
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« Map standardisation needs for a) identifying and compiling data for eventual training of the Al system (first matrix) and b) data use within the Al system to be delivered

& 30 minutes

« Map required standards by considering the category of standards (x axis: terminalagy, metrology etc ) wersus the innowvation stage (y axis: technalogy, production,

2. Mapping - categorisation
(second matrix).
market)
i Al system deployment & marketing
tonly if * Regulatory assessment
eiza s Users
ire o > ) .
lianee o * Transparency & specification
| g *  Accountability / Responsibility
e *  Maintenance, post-market follow-up &
1{'—0' bias monitoring
*  Supply network
o
= Al system creation & production
Q * Data sets & algorithms (incl. bias) / models
E = Cybersecurity
o *  System design & integration
fe) *  Upscaling & evaluation
E *  Quality control
o
a Data creation
*  Compilation, preparation, bias " oaccess o
* Analysis, processing, labelling, :ﬁ:_qu:j'
* licensing & restrictions, than producing
*  Sharing & marketing ey

& & oA d
& ’&.bo > G &
o \© &€ & & S ®
& & & <® ¥
«&* & & S
‘ radical
coment
generates
business [ I
sultability is dmad;hs:fd
damain :Ia—_ |
dependent usingess
gap between
reseanch part  Wha happans
and ':r'l';: & auditing  on-
production nipes ge OfF-the- speed | ce
system =accoun shelfdata / auditing
' models [p==—
taxonomies, succass
__ vocabularies mechanisms
wihet iz e in data
i I ecosystems
Dm?:;::tlanq PR representative  standard ttsa
dataset? lbais B datasets thet o assess
: eomplance are spen ta compliance of e 1
l e research madels and sufficienty
community catasets H.;:::::“

' wisual
g Bt e ain torms « dimensicins dlatasets -

bias are b © it need for
coapiurg end O —_— guideliens for
quantity in data this case too
COFLER COmaln
specialised
datasets to
assess bias

or test bias




Media, including
social media

Session: Media, including Social Media, content moderation, recommender systems

Panelists:

+ Symeon Papadopoulos, Centre for Research and Technology Hellas

+« Jochen Leidner, Coburg University
Rapporteurs: Alexandra Balahur

© CEN-CENELEC 2022
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R ) dataset auditin - .
Difficult & important labels added? Easy & important
compliance,
representativeness what is a
et quality
test quality benchmarking dimensioins
taxonomies, : sccesstoMedie oo cnip of qualityin
bulari in off-the- data by actors ialised
vosabularles o0/ business prin ot data specialise
models models of : producing  arasels datasets 1o
data-based : o research assess bias
business 1 community or test bias
Difficult & not important i Easy, but not important
low high

feasibility
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Session “Al in medicine and healthcare”

PSIS workshop on data quality requirements for
inclusive, non-biased & trustworthy Al

Dr. Claudius B. Griesinger

European Commission - Joint Research Centre (JRC)

oint
Research
Centre



High-risk Al applications & critical sectors

European
Commission

What is a high-risk Al application?

€ When it concerns a critical use in a critical sector

INTELLIGENCE

~ 'SHAPING EUROPE’S
DIGITAL FUTURE

CRITICAL SECTORS m
T\ heatheare _ egal ffcts

O transport risks of death ©—
o police damage or injury

o legal system

0 For examplegmedical equipmentjautomated driving, decisions on social security payments;

0 Some uses are critical in all sectors, for example use of Al in recruitment processes.

February 2020
#DigitalEU

The EU’s approach to Artificial Intelligence (Al), based on trust and
excellence, will give citizens the confidence to embrace these technologies
while encouraging businesses to develop them.



Al Act risk classification and health

Al Act — Article 6
Classification rules for high-risk Al

(a)

(b)

Al system intended to be used as a safety
component or a product, or is itself a
product, covered by the EU
harmonisation legislation (Annex Il)

AND

Product (of which Al system is safety
component) or the Al system itself need
to undergo conformity assessment under
Annex |l listed legislations

Health relevant

MDR
IVDR
PPRR

(EU)2017/745
(EU)2017/746
(EU)2016/425



Al in medicine and healthcare: many diverse applications
—

* Medicine / healthcare: Decisions,
currently sector with Healthcare | o0 o workflows,

highest number of pathways
L
Al application cases Y Ty e ———

research Data & information sl Knowledge

1) Healthcare 2) Health systems management

Diagnosis & prediction-based diagnosis e Administrative workflow

* Clinical care * Logistics
risk identification, therapy optimisation... Support decision making
Robotic surgery ats & virtual nursing assistants

3) Public health & surveillance D a ta ’th research

* Disease outbreaks ~aith data for research

e Pandemic preparedness Electronic health records:

» Health promotion & disease prevention optimisation of clinical care
Drug development & repurposing

Genomic medicine & personalised medicine




Data quality and the trustworthiness

7 key requirements of trustworthy Al

_» 1 Human agency and oversight
2 Technical robustness and safety

3 Privacy and data governance
4 Transparency

5 Diversity, non-discrimination and fairness

* 6 Societal and environmental wellbeing

7 Accountability

INDEPENDENT
HIGH-LEVEL EXPERT GROUP ON
ARTIFICIAL INTELLIGENCE

BY THE EUROPEAN COMMISSION

ETHICS GUIDELINES
FOR TRUSTWORTHY Al




Session questions & mural

1 Challenges, topics, gaps & needs
Overview Ongoing Standardisation Activities

Committees, communities, groups
Standards (of relevance)

2 Mapping items over development pathway

Mapping * Standards, guidance, technical reports, frameworks

3

Priorities Prioritisation




Development pathway & product cycle of Al systems

Al system
deployment &
marketing

Post-market

Al system monitoring

creation &
production Clinical

Cybersecurity

follow-up

Data creation




Kick-off guestions

Challenges, topics, gaps & needs ...

e \What are key challenges that need to be addressed,
specific to medicine and healthcare?

e \What are key aspects of standardization / guidance that would need to be
tackled? —in particular in view of data quality throughout the
development pathway of the product.

Howtodoit...

e Can the diversity of application cases be appropriately served
by horizontal standards?

e What is the role of specific guidance — e.g. prior to standardization ?



1. BrainStorming ® 15 minutes

REQUIREMENTS Al SYSTEM Al SYSTEM
(high level) DATA CREATION MARKETING
(] e D;f- iS . ']i| [ . e . [ ”‘ R ‘
ata . esponsi-
L Fairness
Robustness / governance, 1Z . ... T Under- I Trans- € o W bility/ standards
& safety restrictions, 9PIY standa bility parency I Accounta-
privacy bility
data in
DATA: DATA: DATA: relation to
DATA statsitics terminology focus on DATA3 _ "Tripod-AP' purpose!
characterisation methodology anonymisation / "
(detailed metrics pseudominisation PROBAST-
DATA: unrealistic?) Al"
symmetry of
datasets
Al SYSTEM MARKETING
Maintenance of data
DATA DATA ts and extension of
(required) Siz Data visualisation O b
DATA: DATA: DATA: DATA: DATA: q ©  (eg.dataflow
compliance  balanced- complete- ‘ bias of data sets diagram)
correctness i
legal... ness ness testing
Al SYSTEM
CREATION
Al SYSTEM: Al SYSTEM: Al SYSTEM: B Al SYSTEM: External validation
. DATA: DATA: DATA: . Algorithmic set evaluation & @ intelligibility
DATA: dataset represen- sharing/ DATA: bias independence @ ypscaling [ explainability
currentness . - ; labelling
consistency tative marketing
Al SYSTEM: Al SYSTEM:
transparency maintenance Al SYSTEM
DATA ’ CREATION
Data splitting Al-specific safety
strategy and security risks

Al SYSTEM: | Al SYSTEM: J| AISYSTEM:

supplier

postmarket bias -
requirements

follow-up monitoring




Domain

Al system deployment & marketing

Regulatory assessment
* Users guidance for
* Transparency & specification documentation of
«  Accountability / Responsibiiity é' SISJDEI{T:
*  Maintenance, post-market follow-up & clﬁ,ﬁit ~tion Sy
bias monitoring risks, data, data
*  Supply network use
Al system
Al system creation & production creation:
* Data sets & algorithms (incl. bias) / models Al SYSTEM: Secufity

Development pathway

* Cybersecurity

» System design & integration
* Upscaling & evaluation

*  Quality control

Data creation

* Compilation, preparation, bias testing,
* Analysis, processing, labelling,

* licensing & restrictions,

* Sharing & marketing

methods to establish
state of the art
measurement
protocols,
'recombinable’ metrics
and thresholds

DATA:
methods to establish
state of the art
measurement
protocols,
'recombinable’
metrics and
thresholds




3. Prioritisation  © tsminutes

Based on the feasibility and importance of standardization activities, identify
priority needs. Copy and paste the sticky notes from previous steps.

Horizontal

4
L . Standards -
hiah Difficult & important developed: Easy & important
g methods for examir]e. whether
establishing sufficient for Data
recombinable healht Terminology | passport &
metrics -> model
m passport Statistical
U characterisation of
C dataset:
balancedness,
S Personalisation Non representativeness
B aspects discrimination elc
Q. Criteria for
E data
* m— descriptors in
view of
purpose
iow | Difficult & not important i Easy, but not important
>

l[ow P SRITY ©FL - X-K¢ high




Industrial automation
and robotics

, Difficult & important Easy & important
high
Safety Formation about Guidelines and
Verication of Al/robotics e femer checklists for
purely data opportunities Safety validation/ robotics
) driven, model- and risks as well LS standardisation
O free systems as standards procedures
c
T
i)
—
@)
Q
low | Difficult & not important Easy, but not important

fow
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feasibility high

‘Putting science into standard

Transversal

Risk Verification
management
and

assessment

methods for

robustness
and safety

Al system deployment
and marketing

Users

Transparency & specification
Accountability/responsibility
Maintenance, post-market
follow-up & bias monitoring
Supply network

Al system creation and
production

Data sets & algorithms/models
Cybersecurity

System design & integration
Upscaling & evaluation
Quality control

Data creation

Compilation & preparation
Bias testing

Analysis, processing, labelling
Licensing & restrictions
Sharing & marketing

Guidance 10
help navigation
and application

of standards

Terminology

CENELEC

150 13840 150 S
L fozig1 r——
machinery robotics. appleations.

£

Measurement/ Performance Compatibility/
Metrology Characterization

European
Commission

& T

Interface Conformity

assesment

Lack of
fechiicot Identification - CEALEE
knowledge to dncumentzt
on
assess safety of standards
directives
Vulnerable
Checklists for populations
safety
requirements
Impact
Tralning of HRI collabration
workforce
education
Data -
preparation ldentification ‘;‘c';'“ﬂ
and of standards eation &
malntenance ucation

Assisted driving
congistencies,
sensons, testing
methods, safety
checks, redlablity

directives certification

System-level
certification,
Including
Sensors

Identification
of standards.
directives

unblased
data
Safety
metrics
Forgetting
data

Identification
of criteria

and
thresholds

Complex and
unstructured
environmeant

Dependencies
on the comtext

Formal
methods for
robustness

Humar-In-
the-loop
Interaction
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Emilia GOMEZ GUTIERREZ
EC DG Joint Research Centre (JRC)




Commission

Audience interaction pet CENELEC e,

slido.com
#Standards4Al

Select the Day 2: Main room on Slido
Zoom chat - only technical questions to host

Camera and audio OFF

© CEN-CENELEC 2022



Commission

Panel discussion on ways forward =
Y g GENELEB m European

Agnées DELABORDE
Laboratoire national de
meétrologie et d'essais (LNE)

Antonio CONTE
EC DG GROW

Emilia TANTAR
Black Swan LUX
CEN-CENELEC JTC 21 AI

David REICHEL
European Union Agency for
Fundamental Rights (FRA)

Salvatore SCALZO
EC DG CNECT

Philippe SAINT-AUBIN
Confédération francaise
démocratique du travail (CFDT)
ETUC expert in CEN-CLC JTC 21
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Elena SANTIAGO CID
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https://www.facebook.com/CENCENELEC
https://www.linkedin.com/authwall?trk=ripf&trkInfo=AQG9Chc7r0vP3QAAAWvVwrXg60fjhi1NoWsiDK8bwv7Cwydt_k70_pg3GazQC2MsGmB4hPVAS5LByy1I3ovJYYRGbg2T2H3Q3iNGtIA_b92Xj5-KC4JFUwvHl5c6xo_5bISXgpk=&originalReferer=&sessionRedirect=https://www.linkedin.com/company/cen-and-cenelec
https://www.youtube.com/user/CENCENELEC/featured
https://twitter.com/standards4EU

